Chapter 2
Self-organising Systems

Giovanna Di Marzo Serugendo, Marie-Pierre Gleizes,
and Anthony Karageorgos

Self-organisation and emergence in software systems.

Objectives The objective of this chapter is to introduce the subject of self-
organising software systems. When you will have read this chapter, you will:

e Know the answers to key introductory questions to self-organising systems;

e Understand what self-organising software is and why it is important;

e Obtain an understanding of different self-organising system types that can
be found in nature;

e Obtain an overview of various self-organising applications.

2.1 Self-organising Systems: An Overview

The study of self-organising systems is a field that has been explored at least since
1953 with the work done by Grassé [43], who studied the behaviour of insect so-
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cieties. Grassé found that these societies show changing forms of order occurring
without any central point of control.

In other works it has been found that many existing systems demonstrate self-
organisation, such as planetary systems, organic cells, living organisms and animal
societies. All these systems exhibit recurrent properties inherent to self-organisation,
and are therefore termed self-organising systems. Self-organising systems are en-
countered in many scientific areas including biology, chemistry, geology, sociology
and information technology, and considerable research has so far been undertaken
to study them.

A large number of artificial self-organising systems are designed based on self-
organisation mechanisms inspired by nature. Furthermore, recent research has been
oriented towards introducing self-organisation mechanisms specifically for software
applications, as well as entire software development techniques supporting self-
organisation [33]. This trend originates from the fact that current software applica-
tions need to cope with requirements and constraints stemming from the increased
dynamism, sophisticated resource control, autonomy and decentralisation inherent
in contemporary business and social environments. The majority of these character-
istics and constraints are the same as those which can be observed in natural systems
exhibiting self-organisation.

The variety of systems where the notion of self-organisation is found makes it
difficult to find a precise definition of what self-organisation is. In its simplest form,
self-organisation can be considered as the autonomous arrangement of parts of a
system in such a way as to be non-random. A more detailed discussion on this topic
is provided in Chap. 3.

In the following we provide a brief description of the notions of self-organisation
and emergence, and we outline the main types of self-organising systems. In all
systems, an important issue is their capacity to deploy the effective global behaviour
that permits the realisation of their intentional or non-intentional goals.

2.1.1 Self-organisation and Emergence

Intuitively, self-organisation refers to the fact that a system’s structure or organisa-
tion appears without any explicit control or constraints imposed from outside the
system. In other words, the organisation is intrinsic to the self-organising system,
and it results from internal constraints and mechanisms, which are based on lo-
cal interactions between its components [24]. These interactions are often indirect
and are carried out through the environment [43]. The non-deterministic and dy-
namic nature of interactions causes emergent system properties to appear, which
transcend the properties of all individual sub-units of the system [49]. Furthermore,
the dynamic operations affect and modify the environment the system is situated in,
and in turn alterations to the environment influence the system again in a feedback
loop [68]. In most cases environmental influences and perturbations do not affect the
internal mechanisms which cause dynamic re-organisation. As a result, the system
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evolves dynamically [17] either in time or space, and it can either aim to maintain a
stable form or show transient phenomena.

Generally, the emergent phenomena is an externally identifiable outcome, for ex-
ample a particular pattern or structure, property, behaviour or system state, which,
although not explicitly represented at a lower level, appears at a higher level. That
complex collective behaviour usually occurs without any central control, and it is
derived from the simple local individual behaviours and interactions. One well-
known example of emergent system behaviour is the collective behaviour shown
in a colony of ants which sort their eggs without having any particular ant knowing
and centrally applying some sorting algorithm.

Self-organisation and emergence are not perfect; units in a self-organising system
are prone to opposing actions, their behaviour may induce needless redundancies,
and decentralised control limits the ability of the system to find the globally opti-
mal solution [84]. However, for systems that are complex and operate in a dynamic
environment, the use of self-organisation offers significant advantages such as in-
creased scalability and robustness and reduced communication and unit processing
costs [66].

The body of work in the area of self-organising systems and emergent phe-
nomena follows different streams. There is a large body of work dedicated to the
study of natural systems to understand their underlying mechanisms (e.g. under-
standing natural swarms, human organisations, earthquakes, etc.). Self-organisation
and emergent phenomena are also studied from a theoretical and generic perspec-
tive in the field of Complex Adaptive Systems [11]. Alternatively, the mechanisms
or theoretical concepts identified during the study of self-organising systems pro-
vide nature-inspired techniques for engineering artificial systems in many scien-
tific areas, such as Computational Biology [25], Synthetic Biology [36], Artificial
Life [19], Robotics [78], Computer Science [34].

This book concentrates on the latter, exploiting techniques inspired from natural
self-organising systems in ICT-related applications, such as optimisation problem
solving, P2P protocols, sensor networks or access control.

2.1.2 Natural Systems

Self-organising and emergent phenomena can be observed in many natural systems.
For example, insects that live in colonies, such as ants, bees, wasps and termites,
have been shown to seamlessly integrate their individual activities, while every sin-
gle insect seems to operate individually and without any central supervision. Inter-
action among members in such colonies is carried out indirectly by asynchronously
modifying and subsequently perceiving the state of their environment. Other exam-
ples of natural self-organising systems include flocks of birds and schools of fish.
In these cases, collective self-organising behaviour is achieved by synchronous per-
ception of the environment and by following simple rules. For example, by aiming
to remain in close proximity while avoiding collision with similar group members
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and at the same time by attempting to keep a distance from dissimilar entities, birds
or fish significantly reduce the probability of being attacked by a predator [30].

Such systems exhibit many interesting complex behaviours, and they have emer-
gent properties resulting from local interactions between elementary behaviours
exercised individually. The emergent collective behaviour is the outcome of self-
organisation processes in which members are engaged through their repeated actions
and interactions with their evolving environment [49].

A typical example of self-organisation and emergence in natural systems con-
cerns foraging ant colonies [31]. Foraging ants explore their environment seeking
food. When they succeed in their task, they return to the nest after placing in the
environment chemical substances which are subsequently used by other ants as in-
dicators of proximity to food source. Not long after the food source is discovered,
a path consisting of dropped chemical substances is created between the food source
and the nest; actually, it is the shortest possible path given the environmental con-
straints, and it emerges as a result of the collective activity of ants (see Fig. 2.1
for a simulation view). That path can be identified only by external observers; for
example, the individual ants cannot see it as a whole.

The field of research that investigates models and computational techniques in-
spired by nature is termed Natural Computing, and it attempts to understand systems
found in nature in terms of information processing. It is a highly interdisciplinary
field that connects the natural sciences with computing science, both at the level of
information technology and at the level of fundamental research. Natural comput-
ing covers many areas including pure theoretical research, algorithms and software
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applications, as well as biology, chemistry and physics experimental laboratory re-
search [55].

Natural systems can be broadly classified as Physical Systems, Biological Sys-
tems and Social Systems. A brief description of each category is provided in the
next sections, and more details are provided in Chap. 4.

2.1.2.1 Physical Systems

Theories of self-organisation were originally developed in the context of Physics
and Chemistry to describe the emergence of macroscopic patterns out of processes
and interactions defined at the microscopic level [45, 76]. A common characteristic
of physical self-organising systems is the existence of some critical threshold, which
causes an immediate change to system state when reached. That critical threshold
can be a combination of values of certain system variables, for example tempera-
ture, pressure and speed. The self-organisation effect is observed globally when the
system transits from a chaotic disordered state to a stable one. For example, in a
thermodynamic system, such as one consisting of a gas quantity, the system proper-
ties temperature and pressure are emergent since they are not determined from any
particular gas particle. Instead, they are defined by the positions and velocities of all
particles in the system.

Similarly, chemical reactions create new molecules that have properties that none
of the atoms exhibit before the reaction takes place [11]. Moreover, the magnetisa-
tion of a multitude of spins in magnetic materials' is a clear case of self-organisation
because, under a certain temperature, the magnetic spins spontaneously rearrange
themselves pointing all in the same direction and creating thus a strong emerg-
ing magnetic field [48]. Additional physical and chemical systems are described
in Chaps. 3 and 4.

2.1.2.2 Biological Systems

Self-organisation is a common phenomenon in subsystems of living organisms. As
a result, an important field in biological research is the determination of invariants
in the evolution of living organisms and in particular the spontaneous appearance of
order in living complex systems due to self-organisation. In the optic of biological
research, the common meaning of self-organisation is defined by the global emer-
gence of a particular behaviour or feature that cannot be reduced to the properties
of individual system’s components such as molecules, agents and cells [24].

An example described in [75] is the self-organisation of the cytoskeleton due to
collective processes of reaction and diffusion of the cytoskeletal filaments. The cy-
toskeleton is the basis of the internal architecture of the cytoplasm of eukaryotic
cells. Eukaryotic cells are cells belonging to higher-level organisms which contain

LA spin is a tiny magnet.
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a true nucleus bounded by a nuclear membrane. Such cells are found in plants and
animals, and they are commonly organised into organs, such as the liver, or subsys-
tems, such as the nervous system, which, by means of metabolic processes, despite
the increase of system complexity, remarkably provide higher-level richer function-
ality. That resulting functionality is completely new, and it transcends all individual
functionalities offered by the respective constitutive cells. For instance, human body
subsystems transparently manage vital functions, such as blood pressure, digestion,
or antibodies creation.

Eukaryotic cells are the fundamental functioning units of life, and they evolve
progressively according to external changes to their environment. Evolution is
achieved with the use of internal metabolic processes such as mutation or natural
selection, and it provides the basis for the evolution observed in living organisms
and natural species.

Additional examples of self-organising biological systems include the immune
system of mammalians, the regeneration of cells and the human brain behaviour.
A typical example of the latter is the apparition of conscience in humans. Con-
science is viewed by Searle [83] as a property of the brain at the higher or global
level. Biologically, the brain is a complex system composed of a set of neurons and
interactions between them. Although conscience is a result of neuron operations
done at a lower level, it is currently not possible to understand or explain human
conscience by observing the brain neurons and their interactions.

2.1.2.3 Social Systems

In natural system’s societies, entities commonly exhibit social behaviours leading to
self-organisation, self-adaptation and self-maintenance of the society organisation,
which often is observed in the form of some global societal behaviour. Individual
social behaviours range from those observed in biological entities, for example bac-
teria, cells and insects, such as spiders, to those observed in larger animals and hu-
mans. One important characteristic of global societal behaviours is their formation
as results developed from relatively simple interactions in a network of individuals.
These resulting behaviours are considered to be driven by dynamic processes that
are governed by simple but generic laws [12, 37].

For example, an important reason that has historically triggered collective be-
haviour in natural societies is the ultimate goal of species survival. This goal is not
explicitly expressed at the individual level, but it is reflected in the collective be-
haviour of society members towards the emergence of social functions and group
dynamics allowing the maintenance of the system’s organisation. For instance, so-
cial insects organise themselves to perform activities such as food foraging or nest
building. Communication among insects is realised by an indirect communication
mechanism, termed stigmergy, which is implemented through the society environ-
ment. Insects, such as ants, termites or bees, implement stigmergy by marking
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their environment using a chemical volatile substance, termed pheromone,2 and
subsequently arrange the direction of their movements based on the location of
pheromones in their environment, for example, as ants do to mark a food trail. The
pheromonal information constitutes an indirect communication means through the
insects’ environment. Insects generally have a simple behaviour, at least as far as
the collective outcome is concerned [84], and none of them alone can provide the
complete solution to the problem; for example, no ant is aware of the exact location
of the food source found. However, the interactions between individual behaviours
give rise to an organised society collective behaviour, for example ants are able to
explore their environment, find food and efficiently inform the rest of the colony.

Apart from other living organisms, humans commonly organise into advanced
societies and organisations which can serve many purposes. For example, humans
can use direct communication, engage in negotiations, build whole international
economies and organise stock markets. Social behaviour of humans is typically self-
organising, and it normally gives rise to emergent complex global behaviours. In
many cases, individual human behaviour is based on small-range local information,
and communication is carried out on local direct or indirect interactions which pro-
duce complex societal behaviours. A representative example of an emergent phe-
nomenon in human societies is that of common beliefs, for example work ethics,
developed and fostered through local communications such as gossip.

2.1.3 Business and Economics Systems

We distinguish natural systems from business and economic systems, since generic
laws guiding self-organisation in the former type of systems are dictated by nature,
whereas in the latter, self-organisation is governed by business and market laws.

In business and economic systems, individual behaviours are goal-oriented, and
their primary goal is to increase their profit. In this case, the system’s dynamics
is handled by the activity developed to face business and economic constraints to
reach a global equilibrium through which the system can survive. In this context,
various models governing business operations, such as management, marketing and
economic models, which are based on self-organisation have been developed.

For example, one such model from the marketing domain is the one-to-one vari-
able pricing model [46] which refers to providing an individual offer to each cus-
tomer using Internet technologies. The model involves self-organisation of the mar-
keting policies by changing customers targeted and the prices quoted based on mar-
ket dynamics, customer characteristics and the business goals. An example of a
company using this type of marketing is FedEx [101]. The company allows cus-
tomers to access computer systems, via the Web site, to monitor the status of their
packages. For corporate customers, FedEx provides software tools that enable the

ZPheromones are chemical substances deposited by insects in their environment at regular intervals
so that other insects sense and follow them.
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organisation to automate shipping and track packages using their own computing
resource. Each customer is offered different prices depending on a variety of pa-
rameters. Many websites, such as eBay, also apply variable pricing for their offers.

Another example of a self-organising business model from the area of manage-
ment is the theory of activity described in [100]. According to that model, a busi-
ness is viewed as consisting of networks of working groups that can change their
structure, links and behaviour in response to business requirements. The aim of that
model is to balance the self-organisation decisions that are both taken by managers
and shaped from interactions between employees during business operations. The
emphasis of the theory of activity is on solving potential conflicts of interests both
of the inner and outside co-operative activity of the company.

2.1.4 Artificial Systems

Artificial self-organising systems are those built from the beginning with embedded
self-organisation capabilities. Mechanisms can be borrowed from existing natural
systems, or they can be created explicitly for that purpose.

Among artificial self-organising systems, we observe different trends ranging
from application of naturally-inspired self-organising models to the establishment of
new mechanisms and whole infrastructures supporting self-organisation of artificial
systems. Swarms provide a great source of inspiration, especially for fixed and mo-
bile networks systems management [20], such as routing, load balancing [74], or se-
curity [41]. Holarchies as well have inspired researchers dealing with e-Government
and e-Society issues [93]. At the level of whole infrastructures (middleware) sup-
porting artificial self-organising systems, some works take their inspiration from
magnetic fields [65] or ants [10].

Furthermore, self-organising models aimed specifically for particular applica-
tions have been developed. For example, an artificially engineered self-organising
system concerning coordination and organisation of a group of robots is reported
in [80]. In that context, robots transport objects between two rooms connected with
two corridors which cannot be used by more than one robots at a time. Robots have
local perception and apply a cooperative attitude in selecting which corridor to use.
The result is system performance improvement arising from corridor specialisation
where movement in each corridor is done in a specific direction.

2.2 Self-organising Applications

Self-organisation is increasingly used in software applications to provide the so-
lution to problems of various types. This is leveraged by the distributed nature of
contemporary software, the highly changing environments, the large numbers of
heterogeneous components software systems commonly consist of, and the diffi-
culty in imposing central control in distributed software.
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In the following we present an overview of the most common applications of
self-organisation in software systems.

2.2.1 Multi-Agent Systems

An agent is a physical (robot) or a virtual (software) entity situated in an environ-
ment that changes over time: the physical world or an operating system respectively.
Through its sensors, the agent is capable of perceiving its environment, and through
its effectors, it is capable of performing actions that affect the environment. For in-
stance, a robot may take notice of obstacles with an embedded camera and remove
them from its way with an articulated arm. A software agent may understand a user’s
request through a user’s interface and send an e-mail to the user once the request has
been satisfied [54, 81].

Every single agent has one or more limitations, which can be categorised into
cognitive limitations, physical limitations, temporal limitations and institutional
limitations. Cognitive limitations resemble the fact that individuals are rationally
bounded. It means that the data, information, and knowledge an individual can pro-
cess and the detail of control an individual can handle is limited. As tasks grow
larger and more complex, techniques must be applied to limit the increase of in-
formation and the complexity of control. Individuals can be limited physically, be-
cause of their physiology or because of the resources available to them. Temporal
limitations exist where the achievement of individual goals exceeds the lifetime of
an individual, or the time over which resources are available for achieving a goal.
Finally, individuals can be legally or politically limited.

To overcome their limitations, agents group together and form multi-agent sys-
tems, or societies of agents, where they work together to solve problems that are
beyond their individual capabilities [77]. A robot has to bring a cup from the office
to the kitchen. It may ask the need of another agent to bring the cup in the kitchen
if it is itself unable to reach the kitchen whose door is closed. On the basis of its
knowledge about the user’s behaviour, an assistant agent may decide to regularly
inform that user about new computer science books, without the user having explic-
itly notified the agent to do that. In order to obtain this information, the agent may
need to contact other agents aware of computer science books.

Agents interact (communicate, coordinate, negotiate) with each other and with
their environment. Interactions among agents are normally governed by some coor-
dination model. An agent can communicate directly or indirectly with other agents
for cooperation or competition purposes. Since the agent perceives its environment
and interacts with other agents, it is able to build a partial representation of its envi-
ronment, which constitutes its knowledge. Usually, in a multi-agent system, interac-
tions are not pre-defined, and there is no global system goal. The interaction dynam-
ics between an agent and its environment lead to emergent structures or emergent
functionality, even though no component is responsible for producing a global goal.

More details about the concepts of agent and multi-agent systems are provided
in Chap. 5.
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2.2.2 Computational Grids and P2P Systems

Computational Grids provide the software and networking infrastructure required
to integrate computational engines, scientific instruments, data repositories and hu-
man expertise to solve a single large problem generally in science and engineering
domains. Grid computing essentially refers to any distributed cluster of compute re-
sources that provides an environment for the sharing and managing of the resource
and for the distribution of tasks based on configurable service-level policies.

Current resources being provided within Computational Grids are owned by na-
tional or regional centres, or by research institutions, and therefore access rights and
usage need to be pre-defined and approved. However, as resources from less trusted
users are provided, the need to organise them into dynamic communities, based on
a number of different criteria, such as performance, trust or cost of ownership and
usage, becomes significant. Self-organisation therefore plays an important role in
identifying how such communities can be formed and subsequently disbanded. For
example, a utility-based approach for forming such communities is explored in [64].

Other issues relate to resource selection and management, such as the distribution
of tasks to the best available node and the distribution and management of data be-
tween compute nodes, while optimising global performances. Solutions vary from
the use of mobile agents for resource and task distribution [51] to human market in-
spired techniques for adaptively changing the application placement and workload
assignment to satisfy the dynamic applications workloads [62], to self-adaptive tech-
niques based on monitoring of processors and computation of efficiency to automat-
ically adapt the number of processors or migrate computation away from overloaded
resources [103], to techniques inspired by bee foraging behaviour [59] allowing grid
clients to dynamically select the most appropriate algorithms for executing chunks
of data.

In parallel to computational grids, there has been an emerging interest in trying
to integrate resources across organisational boundaries through file or CPU shar-
ing software (such as KaZaA [3] and Gnutella [2] for file sharing and Entropia [1]
and UD [4] for CPU sharing). These individual resources are often geographically
distributed and may be owned by different administrators (or exist within differ-
ent independently administered domains). Self-organisation in P2P and MANET
encompass gossip-based overlay topology management [53] or decentralised tech-
niques for routing, updates and identity maintenance [8].

2.2.3 Service Emergence

In many cases, the service provided by some applications emerges from joint pro-
vision and interaction between constituent subservices. For example, Itao et al. [52]
propose Jack-in-the-Net (Ja-Net), a biologically-inspired approach to design emer-
gent network applications and services in large-scale networks. In Ja-Net, network
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applications and services are dynamically created from local interactions and col-
laboration of self-organising entities, called cyber-entities. Each cyber-entity imple-
ments a simple functional component of the overall service or application. Further-
more, it follows simple behavioural rules, similar to the behaviours of biological
entities, such as energy exchange with the environment, migration or replication,
and relationship establishment. Services emerge from strong relationships among
cyber-entities. Indeed, cyber-entities record information about peer cyber-entities
during a relationship. Once relationships among a collection of cyber-entities are
strong enough, they form a group and create a service. Relationship strengths are
evaluated on the basis of the utility degree of each cyber-entity participating in the
service. The utility degree is estimated using user feedback on the delivered service.
In addition to service emergence, the system exhibits a natural selection mechanism
based on the notions of energy stored or spent by cyber-entities and the diversity of
services created. Due to the migration, replication and possible deaths of entities,
the system is also able to adapt to networks changes.

Along the same lines, with self-adaptability and evolvability in mind, Viroli et
al. [98] propose to engineer ecosystems of services getting inspiration from natural
ecosystems. Services and data sources are seen as autonomous individuals, and rules
governing the ecosystem are inspired by those found in natural ecosystems, e.g.
biochemical mechanisms.

2.2.4 Dynamic Web Page Communities

Flake et al. [39] show that Web pages self-organise into communities identified by
pages connectivity. A Web page is a member of a community if it has more hy-
perlinks within the community than outside it. Flake et al. have defined a specific
algorithm which highlights communities of related Web pages, on the basis of hy-
perlinks contained in the pages. From a self-organisation point of view, authors of
Web pages independently put them on the Web with hyperlinks on other pages. In-
serting a page on the Web modifies the environment, for example the world space
of the Web pages, and this in turn modifies the behaviour of other authors of pages.
It becomes then possible to reach existing pages from a new location as it becomes
possible to reference and go through these new pages. By analogy with the ants
metaphor, authors place Web pages (pheromone) on the Web (food trail). These
Web pages contain specific information for other authors, who will reinforce (or
not) the strengths among Web pages by referencing them. Authors then collectively
but independently organise Web pages into communities.

2.2.5 Network Coordination

Since the early days of swarm intelligence research it has been argued that insect-
like behaviour of simple entities working in groups could provide a powerful
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metaphor enabling the development of completely decentralised systems. A notable
advantage of such systems was emphasised to be the collaboration of individual
entities to produce collective and more complex global emergent behaviours [18].

These advantages have inspired computer and telecommunications network sci-
entists to mimic insect foraging behaviour on the coordination and control of data
network traffic [50].

A representative example is the ant-like approach suggested by Di Caro and
Dorigo in [32], which uses swarm-based models and algorithms to solve network
coordination problems. The hypothesis is that ant-based coordination would be able
to better cope with network dynamics than direct human supervision. The proposed
approach involves introducing an artificial ant network where each node periodically
launches artificial ants assigned with the task of finding the route to a given desti-
nation. By simply sensing the intensity of the artificial pheromones located along
the neighbour paths of the node, the artificial ants generate a map that provides the
shortest route to any destination. In case of congestions, it was shown that this ap-
proach outperformed all other popular, at the time, network routing algorithms in
terms of time needed to identify routes that would avoid traffic jams.

Additional examples of applications of nature-inspired algorithms to network
coordination include applying ant-like behaviours to optimise network traffic [9, 16]
and mimicking the division of labour and task allocation met in insect societies to
optimise load balancing in network systems [82].

More details on bio-inspired swarm algorithms are provided in Chap. 4.

2.2.6 Network Security

The use of Mobile Agents in sophisticated applications offers advantages for con-
structing flexible and adaptable wide-area distributed systems. Notably, applications
such as Intrusion Detection Systems (IDSs) and Intrusion Response Systems (IRSs)
have become even more relevant in the context of large-scale network infrastruc-
tures, where traditional security mechanisms demonstrate severe weaknesses [67].
Indeed, as they can be retracted, dispatched, cloned or put in stand-by, mobile agents
have the ability to sense network conditions and to load dynamically new functional-
ity into a remote network node (such as a router). The network awareness of mobile
agents can also significantly contribute to the detection of intrusions and enables
providing appropriate response. Deriving from this trend, mobile agents have been
proposed as support for Intrusion Detection (ID) and Intrusion Response (IR) in
computer networks. The originality of this approach lies on the design of the in-
trusion detection and response system (IDRS). Indeed, the organisation of mobile
agents follows the behaviour of natural systems to detect an intrusion as well as
to answer an intrusion [41]. Schematically, there are two natural paradigms that
have been referred to. Firstly, the human immune system, because the IDS is based
upon principles derived from the immune system model, where Intrusion Detection
Agents (ID Agents) map the functionality of the natural immune system to dis-
tinguish between normal and abnormal events (respectively “self” and “non-self”
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in the immune system) as explained in [40]. Secondly, the social insect stigmergy
paradigm, because the IRS is based upon principles derived from this paradigm. In
fact, Intrusion Response Agents (IR Agents) map the collective behaviour of an ant
population by following a synthesised electronic pheromone specific to the detected
intrusion until the source of the attack—in order to perform its response task. This
pheromone has been previously diffused throughout the network by an ID Agent
when it detected the attack. This kind of collective paradigm is very interesting be-
cause it consists in having each ant execute a rather light task (mobile agents play
the role of ants in the IR System) to induce collectively a more complex behaviour.
This approach is also very powerful because the ID System, as well as the IR Sys-
tem, are completely distributed in the network without any centralised control: both
systems are essentially constituted by mobile agents which travel across the net-
work, dynamically adjusting their routes according to collected events, without any
simple way to trace them. Furthermore, mobile agents are quite polyvalent because
they can detect and respond to intrusion. This enhances the difficulty for an attacker
to distinguish between ID Agents and IR Agents. The use of AIS for addressing
security has also been considered in MANET routing [69, 99].

More generally, de Castro and Timmis [26] propose a framework for engineering
artificial immune systems. They provide a detailed review of the biological immune
system and several artificial ones from different domains.

More details on mobile agents are given in Chap. 5. Network security and the
human immune system are further discussed in Chap. 16.

2.2.7 Bio-inspired Robot Teams

Researchers have also been inspired by living systems to build robots. Lots of re-
cent researches in robotics use insect-based technology where robots self-organise
to accomplish a task (gathering a set of objects at a precise location for instance).
As it is the case for ants’ populations, the populations of robots own a local view
of their environment, they can share individual information with other robots and
co-operate with them. One direct application of the self-organisation with robots is
the building of a global cartography of the environment where they are immersed
without having each the knowledge of the global topology of the environment. In
the approach described in [97] the robots’ perception of their environment is tightly
connected to their action, similarly to many successful biological systems. Robots
perceive their environment locally by sending a simple visual information to their
control system. The overall behaviour of the system emerges from the coordination,
integration and competition between these various visual behaviours. Other exam-
ples include robot-based exploration [88], swarms of robots assembling together
to create an organism similar to a multi-cell robots organism [7, 61, 63], swarms
of homogeneous self-assembling robots to overcome obstacles or to transport ob-
ject [5, 44], and heterogeneous cooperating robots [6].
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2.2.8 Manufacturing Control

The self-organising behaviour exhibited in insect colonies has often been utilised
in agent-based software aimed for manufacturing control [22, 23, 29, 56, 71, 89,
90]. A representative example of this approach is the PROSA? system described
in [95, 96]. PROSA is an agent-based reference software architecture, where agents
are modelled as artificial ants, and the whole system emulates an ant colony. There
are three basic types of agents, namely product agents, order agents and resource
agents. Each agent type is responsible for one aspect of manufacturing control, re-
spectively: (1) recipes or process plans, (ii) internal logistics and (iii) resource han-
dling. These basic agents are structured using object-oriented concepts like aggre-
gation and specialisation. Staff agents can be added to assist the basic agents with
expert knowledge.

Product agents own a ‘product model’ of a product type, and they act as infor-
mation servers to other agents, delivering the right recipes to the right place. Order
agents represent tasks. They are responsible for performing the corresponding work
correctly and on time. They manage the physical products being produced, the prod-
uct state model, and all logistic information processing related to the manufacturing
operation. Resource agents provide a reflection of the underlying production system
in the world of agents. They offer spaces for other agents to navigate through, to per-
cept their neighbours and to store information that can observed by other agents and
decay after a specified time, in a similar manner as the pheromones are deposited,
sensed by ants and evaporate in the physical world.

Virtual agents (for example order agents or other task agents created for a par-
ticular purpose) acting as artificial ants move through this reflection of the physical
world and collect information, which they make available elsewhere. Firstly, these
ants collect information about the available processes, travel upstream and place the
collected information at routing points. Secondly, exploring ants explore possible
routings for the products being made, make a selection and propagate the resulting
intentions through the ‘reflection’ (see Fig. 2.2). Resource agents receive this in-
formation about the intentions of their users and compile short-term forecasts for
themselves. These forecasts allow up-to-date predictions of processing times used
by the ants exploring routes and propagating intentions. All these activities are sub-
jected to an evaporation (time-out) and refresh process that enables the system to
keep functioning in a highly dynamic environments (frequent changes and distur-
bances).

An important aspect of the PROSA model is that agents can be aggregates con-
sisting of multiple agents (see Chap. 11 for more details on holonic systems). In
addition, agents can create new agents that virtually travel through the manufactur-
ing system to create and maintain the dissipative fields that coordinate the behavior
of the individual agents.

Another example where self-organisation is used for manufacturing control is
described in [13]. The approach followed is termed Bucket Brigades, and it aims

3PROSA stands for Product-Resource-Order-Staff Architecture.
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Fig. 2.2 Order agents and exploring ants in the PROSA approach

to optimise the work allocation in manufacturing systems. To this purpose, allo-
cation of work is constantly updated by self-organising acts, each time improving
load balancing and system performance. The important advantage of the achieved
self-balancing work allocation is that there is no need for explicit supervision for
measuring and reallocating work when needed. Furthermore, bucket brigades re-
duce the need for planning and management since they require no work-content
model to share work effectively.

Bucket brigades have been applied in various sectors of manufacturing including
assembly lines [14] and distribution processes [15]. An intuitive example discussed
in [13] uses bucket brigades to mitigate time and motion expenses in an assembly
line by enabling it to re-balance itself when needed.

The application of the bucket brigades concept on assembly lines is simple: each
worker on the assembly line carries a product towards completion. However, when
the last worker on the line finishes the product, he sends it off and then walks up-
stream to take over the work of his predecessor, who in turn walks back to take over
the work of his predecessor and so on. (No overtaking is allowed.) Finally, after re-
linquishing his product, the first worker walks back to its starting position to begin a
new product. When workers are sequenced from slowest to fastest (along direction
of product flow), then it can be shown empirically, and proven mathematically, that
workers spontaneously gravitate to the optimal division of work so that throughput
1s maximised.

2.2.9 Self-organising Sensor Networks

Self-organising wireless sensor networks are used for civil and military applica-
tions, such as volcanoes, earthquakes monitoring and chemical pollution checking.
Sensor networks consist of self-organised nodes, which dynamically need to set up
an ad hoc P2P network, once they are deployed in a given area. They need as well
to calibrate themselves in order to adapt to their environment [102]. Sensor net-
works benefit also from recent technology enabling integration of a complete sensor
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system into small-size packages, as for instance the millimetre-scaled motes pro-
vided by the SmartDust project [86]. Another representative example is the STAFF
real-time simulator [42] which uses an adaptive model for flood forecast composed
of two levels of self-organising multi-agent systems (representing sensor nodes).
The goal of each upper level agent is to compute the water level variation during a
unitary period (typically an hour) and uses for that a weighted sum of agents in the
lower level. The model’s adaptive nature is obtained by adjustment of these weights,
decided from the co-operation between the agents. It makes the model generic and
improves its performances. Recent works on self-organising sensor networks focus
on routing, synchronisation, power conservation [73] or decentralised collaborative
detection of events [38].

2.2.10 Workflow Management

Workflow Management Systems (WfMSs) are software applications supporting the
specification, design and enactment of business processes. In the global economy,
businesses are constantly changing their structure and processes according to mar-
ket dynamics. Therefore WfMSs need to be able to self-organise, namely adapt
their functionality to support changes needed in business operations [21]. The ma-
jority of self-organising WfMSs are based on the agent metaphor. Agents provide
flexibility and adaptability, and therefore they are particularly suitable for realising
self-organising infrastructures.

Self-organising WfMSs implement self-organisation in three broad ways: by
viewing business as Complex Adaptive Systems and applying relevant theories and
models, by viewing business as holonic systems and implementing holonic sys-
tem algorithms and by viewing business as self-organising organisational structures
realising self-organising business models like the ones mentioned in Sect. 2.1.3.
Examples of each category are given below.

2.2.10.1 Complex Adaptive WfMSs

Complex adaptive WfMSs are increasingly used to support adaptive business pro-
cesses with typical examples being dynamic workflow management [27] and in-
telligent manufacturing scheduling [85]. They are based on distributed software
components executing without central top-down control and possibly in an asyn-
chronous manner. Each component may be designed with different goals and struc-
ture such that the resulting behaviour is not practically deducible from a specifica-
tion of its parts in a formal way. Such systems can exhibit emergent behaviour with
unpredictable results. For example, an emergent phenomenon in complex adaptive
WI{MSs supporting supply chain management is that the variation in the demand ex-
perienced by a low-tier supplier is much wider than that experienced by the OEM,
sometimes increasing by as much as two times from one tier to the next [79].
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In a different approach, complex adaptive WfMSs can be developed in terms of
autonomous agents interacting in groups according to local rules. The global emer-
gent behaviour results from local interactions between agents. In such systems, non-
linearity is considered as the main cause of emergent behaviour [57, 87]. There are
various sources for nonlinearity in business systems. For example, in manufacturing
systems three main sources of nonlinearity are capacity limits, feedback loops and
temporal delays [79].

2.2.10.2 Holonic WfMSs

The holonic WfMSs aim to support holonic enterprises [70]. This concept has
emerged from the need for flexible open, reconfigurable models, able to emulate
the market dynamics in the networked economy. Due to market dynamics, it is re-
quired that business strategies and relationships evolve over time and are modified
according to the dynamic business environment.

The main idea in the holonic enterprise model stems from the work of Arthur
Koestler [60]. Koestler postulated a set of underlying principles to explain the self-
organising tendencies of social and biological systems. Koestler has identified struc-
tural patterns of self-replicating structures in natural systems, which he named hol-
archies, and he proposed the term holon to describe the elements of these systems.
Holarchies have been envisioned as models of the Universe’s self-organising struc-
ture, which consist of holons, at several levels of resolution in the nested hierar-
chy [28]. Holons behave as autonomous wholes, and yet, as cooperative parts for
achieving the goal of the holarchy, and therefore holons can be regarded as nested
agents. In such a nested hierarchy, each holon is a sub-system retaining the charac-
teristic attributes of the whole system.

A holonic enterprise is a holarchy of collaborative enterprise units or even indi-
vidual enterprises, where each enterprise unit is regarded as a holon. Holons rep-
resent both physical and logical entities such as production departments and ma-
chines. The holonic enterprises paradigm provides a framework for information and
resource management in global virtual organisations by modelling enterprise enti-
ties as software agents linked through the Internet [104]. In this parallel universe
of information, enterprises enabled with the above mechanism can evolve towards
better and better structures while at the same time self-organising their resources
to optimally accomplish the desired objectives. Holonic WfMSs implement the
holonic enterprise model considering that holonic structures are dynamically chang-
ing through self-organisation. Self-organisation is achieved using appropriate holon
configuration meta-models, such as centrally optimised or supervisory configuration
and dynamic reconfiguration based on experimental data [94].

To determine the optimum holonic structure, various evolutionary and genetic
approaches can be used. A representative example is the fuzzy-evolutionary ap-
proach proposed by Ulieru [91]. That approach clusters the entities of a holonic
enterprise into a dynamically configured optimal holonic structure and applies self-
organisation and evolution models inspired from natural systems. Self-organisation
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is induced by minimising the entropy. Entropy minimisation is achieved by mea-
suring the information spread across the system and acting towards reaching an
equilibrium involving optimal interaction between the system’s parts.

The evolution of the current system into a better one is achieved by interaction
with external systems which are located via genetic search strategies. These search
strategies mimick mating with most fit partners in natural evolution, and they inject
new information in the system. The new optimal organisational structure of the sys-
tem, reached by minimising the entropy in self-organisation, is then better than the
one before evolution. Latest applications of the above approach have been reported
in the design of Internet-enabled soft computing holarchies for telemedicine, for ex-
ample e-Health, telehealth and telematics [92]. More details about self-organisation
of holonic structures are provided in Chap. 11.

2.2.10.3 Self-organising Workflow Models

Self-organising business models are frequently used to implement self-organisation
in WEMSs. Such models are implemented inherently in the software infrastructure.
For example, Helal and Wang [47] propose an agent-based infrastructure and ap-
propriate interaction protocols that would be useful in negotiating service bundles
for the different services offered by agents. In that approach, agents are organised in
e-business communities (Malls). Within a community, highly relevant agents group
together offering special e-Services for a more effective, mutually beneficial and
more opportune e-Business. Self-organisation is based on a hierarchy of brokers
which control membership and operations of the different communities. The aim of
the broker hierarchy is to achieve scalability of the system and interoperability of
the various heterogeneous e-business components.

Furthermore, in many cases pre-existing business and social models are modi-
fied to use the benefits of self-organisation. For example, interest by IBM, as part of
their Autonomic Computing [58] program, and by Microsoft, as part of the Dynamic
Systems Initiative [72], indicates the importance of self-organisation for managing
distributed resources and shaping the way business is carried out in dynamic envi-
ronments. In addition, applications based on invisible intelligent technology have
started being embedded in clothes, walls and cars, enabling users to carry out com-
pletely new operations such as personalised virtual shopping, e-purse-based micro-
payments and context-based traffic guidance [35]. The pervasive, large-scale and
embedded nature of these applications leads naturally to design them based on self-
organisation so that to handle the vital issues of robustness and adaptability among
others.

2.3 A FAQ About Self-organisation and Emergence

This section attempts to summarise answers to fundamental questions about self-
organising systems and to provide our view on the subject. The question—answer
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Table 2.1 A FAQ about self-organising systems

Question

Answer

What is Self-organisation?

What is Emergence?

When is a system Self-organising?

What are the Self-* properties?

What are examples of natural sys-
tems showing self-organising be-
haviour?

What are examples of applications of
self-organising software?

What are the main benefits of self-
organisation?

What are the main drawbacks of self-
organisation?

Self-organisation is the process with which a system
changes its structure without any external control to re-
spond to changes in its operating conditions and its
environment.

Emergence is the phenomenon where a non-
predetermined outcome, such as a structure or a
state, 1is reached progressively following multiple
self-organisation acts of the system.

A system is self-organising when it is able to apply self-
organisation and emergence in order to function as needed
in a dynamic environment.

The Self-* properties are system capabilities which can be
exercised without any external control. They are all cov-
ered by the more generic term ‘self-organisation’. Exam-
ples of self-* properties are self-management, self-healing
and self-adaptation.

Typical examples of self-organising systems are the hu-
man immune system, ant and bee swarms, schools of fish
and flocks of birds.

Typical examples of self-organising software applications
include adaptive manufacturing control, P2P systems, net-
work coordination and security, collective robotics and
workflow management.

The main benefits of self-organisation are increased ro-
bustness, scalability and individual unit communication
and processing costs. Furthermore, self-organisation en-
ables the engineering of underspecified software.

The main drawbacks of self-organisation include the pos-
sibility of occurrences of opposing actions among system
units, the appearance of needless redundancies in unit be-
haviours and the lack of guarantees for finding the globally
optimum solution.

format used is a very effective way to provide a succinct introduction to the subject
of self-organising software. See Table 2.1 above.

2.4 Conclusion

Self-organising systems have initially been observed in nature, one of the most cited
example being the termites behaviour following a stigmergy mechanism reported by
Grassé. Their appealing characteristics is the relative simple behaviour of the indi-
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vidual system’ components when compared to the complex collective behaviour
they produce. As artificial software systems become more difficult to manage and
maintain, researchers and industrials have started to take inspiration from those sys-
tems and to translate their underlying mechanisms into artificial systems. Many
applications domains have been considered ranging from static and dynamic op-
timisation problems (resource allocation, manufacturing control) based on ant for-
aging behaviour, to network security following basic immune systems principles,
to workflow management for the holonic enterprise. This chapter provided a short
introduction to several natural and artificial systems highlighting their specificities.

2.5 Problems-Exercises

2.1 Given the initial understanding of the self-organisation and emergence concepts
obtained after reading this chapter:

(a) Provide three examples of natural systems where self-organisation and emer-
gence are inherently applied.

(b) For the provided examples, describe how self-organisation is carried out. For
example, in the case of ant foraging self-organisation is carried out using stig-
mergy.

(c) For the provided examples, describe what are the emergent outcomes or states
where applicable. For example, in the case of foraging ants an emergent out-
come is the path between nest and food source which is formed by foraging
ants.

2.2 Consider a system consisting of an automatic door and a sensor. The door opens
automatically when the sensor identifies some movement within a specific distance
and radius. If there is no movement, the door remains in the closed position or
returns to it if it was open.

(a) Do you consider this system as self-organising? Justify your answer.
(b) Identify the emergent outcomes that can possibly result from system operation,
if any.

2.3 Provide three examples of application areas where self-organising software is
used. For each one:

(a) Discuss the benefits gained from using self-organisation as compared to using a
traditional system.

(b) Identify conditions where the use of a deterministic, centralised system would
be more appropriate.
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Key Points

e Introduction to well-known natural self-organising systems, such as ant for-
aging, chemical reactions, immune systems or business systems;

e Introduction to self-organising application domains, such as, among others,
Computational Grids, network security, swarm robotics or sensor networks;

e An FAQ table for a quick review of introductory notions.

2.6 Further Reading

The Origins of Order: Self-organization and Selection in Evolution. A foun-
dational introduction to self-organisation and emergence in complex systems.
(S. Kaufman, 1993, Oxford University Press.)
Swarm Intelligence: From Natural to Artificial Systems. A comprehensive
book on self-organising algorithms drawn from natural systems. (E. Bonabeau,
M. Dorigo and G. Theraulaz, 1999, Oxford University Press.)
Self-organization in Biological Systems. A detailed presentation of self-organisa-
tion mechanisms in biological systems. (S. Camazine, J.-L. Deneubourg, N.R.
Franks, J. Sneyd, G. Theraulaz and E. Bonabeau, 2001, Princeton University
Press.)
Fundamentals of Natural Computing: Basic Concepts, Algorithms, and Applica-
tions. A comprehensive introduction, including appropriate algorithms, to evolu-
tionary computing, swarm intelligence and immune systems. (Leandro Nunes de
Castro, 2006, Chapman and Hall.)
The many Facets of Natural Computing. An up-to-date review article on recent
advances in natural computing. (L. Kari and G. Rosenberg, 2008, Communica-
tions of the ACM, 51(10):72-83.)
Self-managed Systems and Services. An overview of the uses of self-organisation
in implemented systems and services. (J.P. Martin-Flatin, J. Sventek and K. Geihs,
2006, Guest Editorial of special issue, Communications of the ACM, 49(3):
36-39.)

That special issue includes additional relevant papers as well.
Emergent computation: self-organizing, collective, and cooperative phenomena
in natural and artificial computing network. An overview of emergence in com-
puting systems. (Stephanie Forrest, 1991, Special issue of Physica D, MIT Press.)

More foundational readings are provided at the end of Chap. 3.
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